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CHAPTER

Computer Organization

1.1 Computer Architecture Vs Computer Organization

Architecture and organization are independent; you can change the organization of a computer without
changing its architecture.
1. The architecture indicates its hardware whereas
the organization reveals its performance.
2. For designing a computer, its architecture is fixed first and then its organization is decided.

Computer Organization Computer Architecture
e Computer organization deals with  structural | ¢ Computer architecture deals with the functional
relationships that are not visible to the programmer (like behavior of a computer system as viewed by a
clock frequency or the size of the physical memory). programmer (like the size of a data type — 32 bits to an
integer).

e A computer's organization expresses the realization of | ¢ A computer's architecture is its abstract model and is
the architecture. the programmer's view in terms of instructions,
addressing modes and registers.

e Organization describes how it does it. e Architecture describes what the computer does.

Von Neumann Architecture Vs Harvard Architecture

Von Neumann Architecture Harvard Architecture

Main Memory System

Main Memory System
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1.2 Evolution of Digital Computers
First generation: Vacuum tube computers (1945~1953)

Program and data reside in the same memory (stored program concepts: John von Neumann)
Vacuum tubes were used to implement the functions (ALU & CU design)

Magnetic core and magnetic tape storage devices are used.

Using electronic vacuum tubes, as the switching components.

Assembly level language is used

Second generation: Transistorized computers (1954~1965)

Transistor were used to design ALU & CU

High Level Language is used (FORTRAN)

To convert HLL to MLL compiler were used

Separate 1/0O processor were developed to operate in parallel with CPU, thus improving the
performance

Invention of the transistor which was faster, smaller and required considerably less power to operate

Third generation: Integrated circuit computers (1965~1980)

IC technology improved

Improved IC technology helped in designing low cost, high speed processor and memory modules
Multiprogramming, pipelining concepts were incorporated

DOS allowed efficient and coordinate operation of computer system with multiple users

Cache and virtual memory concepts were developed

More than one circuit on a single silicon chip became available.

Fourth generation: Very large scale integrated (VLSI) computers (1980~2000)

CPU termed as microprocessor

INTEL, MOTOROLA, TEXAS, NATIONAL semiconductors started developing microprocessor
Workstations, microprocessor (PC) & Notebook computers were developed

Interconnection of different computer for better communication LAN, MAN, WAN
Computational speed increased by 1000 times

Specialized processors like Digital Signal Processor were also developed.

Fifth generation: System-on-chip (SOC) computers (2000~)

E-Commerce, E- banking, home office

ARM, AMD, INTEL, MOTOROLA

High speed processor - GHz speed

Because of submicron IC technology, more features were added in small size.

1.3 Components of Computer Structure

Computer Control Unit

Arithmetic
and
Logic Unit

Central
Processing
Unit

Sequencing
Logic

Internal CPU
Interconnection

Control Unit
Registers and
Decoders

Control
Memory

Computer CPU Control Memory

Systems
Interconnection

Computer Structure vs CPU Structure vs Control Unit
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Input Unit: Computers can understand only machine language. Therefore for converting data from
human language to machine language we use some special peripheral devices which are called
input device.

Examples: Keyboard, Mouse, Joystick, etc.

Output Unit: After passing instructions for solving particular problem, the results came out from
computer comes in machine language and this is very difficult to convert that results into human
language. There are several peripheral devices which help us to convert the machine language
data into human acceptable data. These devices are called output devices.

Examples: Monitor, Printer, LCD, LED etc.

Memory Unit: Which is used to store data in computer.

Memory unit performs the following functions

(a)  Stores data and instructions required for processing.

(b)  Storesthe intermediate results obtain during processing.

(c)  Stores final results before sending it to output unit.

Two class of storage units: (i) Primary Memory (i) Secondary Memory

Two types of primary memory are RAM (Random Access Memory) and ROM (Read Only Memory).
RAM is used to store data temporarily during the program execution. ROM is used to store data
and program which is not going to change.

Secondary Memory is used for bulk storage or mass storage to store data permanently.

CPU: It is main unit of the computer system. It is responsible for carrying out computational task.
The major structural components of a CPU are:

(@)  Control Unit (CU): Controls the operation of the CPU and hence the computer.

(b)  Arithmetic and Logic Unit (ALU): Performs computer’s data processing functions.

(c)  Register: Provides storage internal to the CPU.

(d)  CPU Interconnection: communication among the control unit, ALU, and register.

1.4 CISC and RISC Architectures

CISC (Complex Instruction Set Computers) RISC (Reduced Instruction Set Computers)
e Large instruction set e Compact instruction set
e Instruction formats are of different lengths e Instruction formats are all of the same length
e Instructions perform both elementary and complex e |Instructions perform elementary operations
operations
e Control unit is microd programmed e Control unit is simple and hardwired
e Not pipelined or less pipelined e Pipelined
e Single register set e Multiple register set
e Numerous memory addressing options for operands e Compiler and IC developed simultaneously
e Emphasis on hardware e Emphasis on software
e Includes multi-clock complex instructions e Single-clock, reduced instruction only
e Memory-to-memory: "LOAD" and "STORE" e Register to register: "LOAD" and "STORE" are
incorporated in instructions independent instructions
e Small code sizes, high cycles per second e Low cycles per second, large code sizes
e Transistors used for storing complex instructions e Spends more transistors on memory registers
Examples of CISC processors: Examples of RISC processors
e VAX e Apple iPods (custom ARM7TDMI SoC)
e PDP?11 e Apple iPhone (Samsung ARM1176JZF)
e Motorola 68000 family ¢ Nintendo Game Boy Advance (ARM7)
e Intel x86 architecture based processors. e Sony Network Walkman (Sony inthouse ARM
based chip)

( www.madeeasypublications.org MBDE ERSH Theory with Solved Examples




mMEBDE EEBSY PACKAGE

POSTAL @ Computer Org. and Architecture

Computer Organization

Vertical microcode schemes employ an extra level of decoding to reduce the control word width.
From an n bit control word we may have 2" bit signal values.

It takes less space but may be slower

Actions need to be decoded to signals at execution time

Each Microinstruction specifies single or few microoperations to be performed.

1.8 Main Memory Orgranisation

The memory hierarchy was developed based on a program behavior known as locality of references.
Memory references are generated by the CPU for either instruction or data access. These accesses tend to be
clustered in certain regions in time, space, and ordering.

A
Level 0 CPU Registers | Very fast
(SRAMs)
Level 1 Cache Memory Very fast
Level 2 Main Memory Fast
(DRAMS)

Magnetic Disk
Slower
Disk Storage

Internal Memory

Level 3

Increase in cost per bit

Increase in capacity and access time

Level 4 L Optical Disk ’ Slow

External Memory

Level 4 ‘ Magnetic Tape ’ Very slow
A\

Capacity

1.8.1 Types of Memory based on Access

1.

Serial Access Memory: The system must search the storage device from the beginning of the
memory address until it finds the required piece of data. Memory device which supports such
access is called a Sequential Access Memory or Serial Access Memory.

Example: Magnetic tape.

Direct Access Memory: Direct access memory or Random Access Memory, refers to condition in
which a system can go directly to the information that the user wants. Memory device which
supports such access is called a Direct Access Memory.

Example: Magnetic disk and optical disks.

1.8.2 Memory Access Methods

1.

Sequential Access: In this method, the memory is accessed in a specific linear sequential manner.
For example, if fourth record (collection of data) stored in a sequential access memory needs to be
accessed, the first three records must be skipped. Thus, the access time in this type of memory
depends on the location of the data. Magnetic disks, magnetic tapes and optical memories the
CD-ROM use this method.
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2. Random Access: In this mode of access, any location of the memory can be accessed randomly.
In other words, the access to any location is not related with its physical location and is independent
of other locations. For random access, a separate mechanism is therefore each location.
Semiconductor memories (RAM, ROM) are this type.

3. Direct Access: This method is basically the combination of previous two methods. Memory devices
such as magnetic hard disks contain many rotating storage tracks. If each track has its own
read/write head, the tracks can be accessed randomly, but access within each track is sequential.
In this case the access is semi-random or direct. The access time depends on both the memory
organization and the characteristic of storage technology.

4, Associative Access: This is a special type of random access method that enables one to make
a comparison of desired bit locations within a word for a specific match and to do this for all words
simultaneously. Thus, based on a portion of a word's content, word is retrieved rather than its
address. Cache memory uses this type of access mode.

Memory or Primary Memory (Core Memory/Store/Storage)

The memory stores the instructions and data for an executing program. Memory is characterized by the
smallest addressable unit as one of the following.

o Byte addressable: Smallest unit is an 8-bit byte.

o Word addressable: Smallest unit is a word, usually 16 or 32 bits in length.

Most modern computers are byte addressable, facilitating access to character data. Logically, computer
memory should be considered as an array. The index into this array is called the address or “memory address”.

There are two types of primary memories: RAM and ROM

1.8.3 Random Access Memory (RAM)

RAM is Read/write memory, Random access, and data is temporarily stored. RAM is further classified
into two types:

1. DRAM (Dynamic Random Access Memory): It tends to lose its contents, even when powered.
Special “refresh circuitry” must be provided.
SDRAM (Synchronous DRAM): It is DRAM that is designed to work with a Synchronous Bus, one
with a clock signal. The memory bus clock is driven by the CPU system clock, but it is always
slower.
In SDRAM, the memory transfers take place on a timing dictated DDR-SDRAM Transfers
by the memory bus clock rate. This memory bus clock is always
based on the system clock. In “plain” SDRAM, the transfers all cmw&l |_
take place on the rising edge of the memory bus clock. In DDR
SDRAM (Double Data Rate Synchronous DRAM), the transfers ~ SDrAM Transfers
take place on both the rising and falling clock edges.
“Plain” SDRAM makes a transfer every cycle of the memory bus. DDR-SDRAM makes two transfers
for every cycle of the memory bus, one on the rising edge of the clock cycle and another one on the
falling edge of the clock cycle.

2. SRAM (Static Random Access Memory): It will keep its contents as long as it is powered.
Compared to DRAM, SRAM is faster, more expensive, physically larger (fewer memory bits per
square millimeter).

(el Theory with Solved Examples MADE EARSY www.madeeasypublications.org)
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1.8.4 Read Only Memory (ROM)

ROM is Read only memory, Random access, and Data is permanently stored. ROM is further classified
as following :

1. MROM (Masked ROM): The contents of the memory are set at manufacture and cannot be changed
without destroying the chip.

2. PROM (Programmable ROM): The contents of the chip are set by a special device called a
“PROM Programmer”. Once programmed the contents are fixed.

3. EPROM (Erasable and Programmable ROM): It is same as a PROM, but that the contents can
be erased using UV light and reprogrammed by the PROM Programmer.

4, EEPROM (Electrically EPROM): The contents can be erased electrically and reprogrammed by
the PROM Programmer.

Memory Type Category Erasure Write Mechanism Volatility
Random-Access Memory (RAM) Read-Write Memory Electrically, byte-level Electrically Volatile
Read-Only Memory (ROM) ) Masks

Read-Only Memory Not possible
Programmable ROM (PROM)
Erasable PROM (EPROM) UV light, Chip-level N Non-volatile
Electrically Erasable PROM i . ectrically
(EEPROM) Read-Mostly Memory Electrically, byte-level
Flash memory Electrically, block-level
1.8.5 RAMVsROM
RAM ROM

Accessibility | The information stored in the RAM is easily The processor cannot directly access the
accessed because it communicates directly with information. Hence, the information will be
the processor transferred into the RAM and then it gets

executed by the processor to access the ROM
information.

Volatility Volatile in nature, Data is stored as long as the Non-volatile in nature. Data is stored even the
power supply is switched on. Data will erased if power supply is switched off. Data is retain even
the computer crashes or is turned off. if the computer crashes or is turned off.

Storage Data is temporary Data is permanent
It is only there as long as the computer is on and It can never be changed
it can be changed Contents are remain same

Speed The accessing speed of RAM is faster, it assist Speed is slower compared to RAM, ROM cannot
the processor to boost up the speed boost up the processor speed

Data Electricity supply is needed in RAM to flow to Electricity supply is not needed in ROM to flow to

Preserving preserving information preserving information

Structure The RAM is an chip, which is in the rectangle ROMs are generally the optical drivers, which are
form and is inserted over the mother board of the | made of magnetic tapes.
computer

Cost The price of RAMs are comparatively high The price of ROM’s are comparatively low

Chip size Physically size of RAM chip is larger than ROM Physically size of ROM chip is smaller than RAM
chip chip.

Category Read-write memory Read-only memory
Data can be written to or read from. Data can only be read

User cannot make any changes to the
information

< www.madeeasypublications.org MBDE ERSH Theory with Solved Examples
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1.8.6 Characteristic of Memory

° Capacity: It is the global volume of information (in bits) that the memory can store.

o Access time: Itis the time interval between the read/write request and the availability of the data.

° Cycle time: It is the minimum time interval between two successive accesses.

° Throughput: It is the volume of information exchanged per unit of time, expressed in bits per
second.

° Non-volatility: It characterizes the ability of a memory to store data when it is not being supplied
with electricity.

1.9 Associative Memory

o Itis also known as content addressable memory(CAM) or associative storage or associative array.

° It is a special type of memory that is optimized for performing searches through data, as opposed
to providing a simple direct access to the data based on an address.

o It is a hardware search engines, a special type of computer memory used in certain very high
searching applications.

° It is composed of conventional semiconductor memory (usually SRAM) with added comparison

circuitry that enable a search operation to complete in a single clock cycle.

Where is associative memory used?

We are only using this associative memory in memory allocation format and itis widely used in database
management systems, etc.

Advantages of Associative Memory: This is suitable for parallel searches. Itis also used where search
time needs to be short. Associative memory is often used to speed up databases, in neural networks and in the
page tables used by the virtual memory of modern computers.

Disadvantages of Associative Memory: It is expensive than RAM, as each cell must have storage
capability and logical circuits for matching its content with external argument.

Associative Memory Vs Random Access Memory (RAM)

o In RAM, the user supplies a memory address and the RAM returns the data word stored at that
address.

o In associative memory, the user supplies a data word and the associative memory searches its
entire memory to see if that data word is stored anywhere in it.

° If the data word is found, the associative memory returns a list of one or more storage addresses
where the word was found.

° Hardware of associative memory allows operations to occur in a single-clock cycle, as opposed to
the much greater time required for an algorithmic based search through traditional RAM.

o Itis a special type of memory that is optimized for performing searches through data, as opposed

to providing a simple direct access to the data based on an address as in RAM.

1.9.1 Cache Memory

Cache is a random access memory used by the central processing unit (CPU) to reduce the average
time to access memory. Cache memory stores instructions that are repeatedly required to run programs, for
improving overall system speed as cache memory is designed to accelerate the memory function. The cache is
a smaller, faster memory which stores copies of the data from the most frequently used main memory locations.

(el Theory with Solved Examples MADE EARSY www.madeeasypublications.org)
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The advantage of cache memory is that the CPU does not have to use the motherboard ’s system bus for
data transfer, enabling process of data transfer is processed much more faster by avoiding bottleneck created
by system bus.

Word Transfer Block Transfer
— —

CPU Cache Main Memory

When the computer read from or write to a location in main memory, it first checks whether a copy of that
dataisin the cache. If so, the processor immediately reads from or writes to the cache, which is much faster than
reading from or writing to main memory.

° Principle of Locality: Program access a relatively small portion of the address space at any

instant of time.

(@)  Temporal Locality (Locality in Time): If an item is referenced, it will tend to be referenced
again soon.

(b)  Spatial Locality (Locality in Space): If an item is referenced, items whose addresses are
close by tend to be referenced soon.

° Cache Hit: If data is present in the cache then it is called as cache hit.

° Hit Rate: It is the fraction of memory access found in the cache.

o Hit Time: It is the time to access the cache which consists of Cache access time and time to

determine hit.

° Cache Miss: If data is not present in the cache then it is called as cache miss.

Miss Rate = 1 — (Hit Rate)
Miss Penalty = Time to replace a block in the cache + Time to deliver the block to the processor.

° Average Access Time: = Hit Time x (1 — Miss Rate) + Miss Penalty x Miss Rate

1.9.2 Elements of Cache Design
o Cache Size: It is the amount of main memory data that cache can hold.

o Block Size: It is the number of words (bytes) grouped into a single unit called a block.
o Mapping Function: Direct mapped, Associative and Set associative mapping.
o Replacement Algorithm: Lease Recently Used Algorithm.

o Write Policy: Write Through and Write Back.

There are three methods in block placement: Direct Mapped Cache, Fully Associative Mapped Cache
and Set-Associative Mapped Cache.

1.9.3 Direct Mapped Cache (1-way Set Associative Cache)
The memory address is divided into three parts in direct mapping: TAG, INDEX (also called as SET/
BLOCK/Set Index/Block Index/Line), and Block offset (also called as offset/word).

TAG INDEX BLOCK OFFSET
log,(n) — log,(m) log,(m) log,(block size)

( www.madeeasypublications.org MBDE ERSH Theory with Solved Examples
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Let the main memory contains n blocks (which require log,(n) bits of physical address) and cache
contains m blocks. A given memory block can be mapped into one and only cache line (block). Here, n/m
different blocks of memory can be mapped (at different times) to a cache block. Each cache block has a tag
saying which block of memory is currently present in it, each cache block also contain a valid bit to ensure
whether a memory block is in the cache block currently.

o Number of bits in the tag = log (n/m)

° Number of sets (or blocks) in the Cache = m

o Number of bits to identify the correct Block = log (m)

o Number of Sets in cache = Number of Blocks in cache

° Each set contain only one block, so in direct cache mapping set is also called as block.
o INDEX is used to select the memory block.

° TAG is used to select the cache block from main memory set
o Select location within block using block offset.
o TAG + INDEX = Block Address

A 32 bits byte address Direct-mapped cache defined as:
Cache size = 2" block, n bits used for index
Block size = 2™ block, m bits for word between block, 2 used for byte part of address
Size of tag field : 32-(m+n+ 2)
One valid bit field is used in cache.
Find the direct mapped cache size (in bits).

Solution:
Total number of bits in direct-mapped cache = 2" x (block size + tag size + valid field size)
Block size = 2™ words
1 bit valid field is needed.
Cachesize = 2"x (2" x 32 +32-n-m-2) + 1) bits
= 2"x (2M x 32 + 31 — n—m) bits

How many total bits are required for a direct-mapped cache with 16 kB of

data, 1 bit field for valid and 4-word blocks, assuming a 32-bit address?

Solution:

16 kB = 212 words of data, 4 words block size (= 22).

So, there are 1024 blocks (= 219)

Tag = 32 -10 -2 - 2 bits
Cache Entry size = 128 bits of data + tag bits + valid bit.
Cachesize = 20x (4x32+(32-10-2-2) + 1
= 210 x 147 = 147 K bits

1.9.4 Fully Associative Cache

o Itis also called as m-way set associative cache, where mis number of blocks and all blocks fit into
one set.

° Instead of using a cache index, compare the tags of all cache entries in parallel

o Because no bit field in the address specifies a line number the cache size is not determined by the

address size.

(el Theory with Solved Examples MADE EARSY www.madeeasypublications.org)




POSTAL Computer Org. and Architecture
MEBDE ERSY PACKAGE @ Computer Organization 35

Assume there are 3 frames, and consider the following reference string.
Find the number of page faults using FIFO page replacement algorithm.
5,7,6,0,7,1,7,2,0,1,7,1,0

Solution:
5 7 6 0 7 1 7 2 0 1 7 1 0
5 5 5 0 0 0 0 2 2 2 7 7 7
7 7 7 7 1 1 1 0 0 0 0 0
6 6 6 6 7 7 7 1 1 1 1
1 2 3 4 same 5 6 7 8 9 10 same same
10 page faults are caused by FIFO

Assume there are 3 frames, and consider the following reference string.
Find the number of page faults using FIFO page replacement algorithm.
7,0,1,2,0,3,0,42,3,0,32 1,201,701
Solution:

7 0 1 2 0 3 0 4 2 3 0 3 2 1 2 0 1 7 0 1

XIX XX XXX XXX XX XXX

1.13.7 LRU Algorithm

The least recently used (LRU) replacement algorithm replaces the page that has not been used for the
longest period (least recently referenced page). The assumption is that recent page references give a good
estimation of page references in the near future. LRU can be implemented using Stack or Counter.

Assume there are 3 frames, and consider the following reference string.
Find the number of page faults using LRU page replacement algorithm.
7,0,1,2,0,3,0,42/30321,201,7, 0, 1

Solution:
7 0 1 2 0 3 0 4 2 3 0 3 2 1 2 0 1 7 0 1
7 77|22 2| 2| 4|alajolofol ] 1| 11| 1] 1|1
o|lo|olo|o|]o|lo|o|3|3|3|3|3|3|o0o|o]|o|ofo
1 1] 1| 3] 3|3|2|2|2|2|2|2|2|2|2|7|7|7
X X X X X X X X X X X X

12 page faults occurred.

Assume there are 3 frames, and consider the following reference string.
Find the number of page faults using LRU page replacement algorithm.
1,2,3,2,1,5,2,1,6,2,5,6,3 1,3 6,1, 2, 4,3

( www.madeeasypublications.org MBDE ERSH Theory with Solved Examples




Electronics POSTAL
36 | Engineering packace CREED MBDE ERSY
Solution:
2321521625863 1386 1243
11 312/1]5]2 6|2|5(6[6]13|6]1]2
2|2 2(1(5]2]1 2| 5|6|3]1 61| 2|4
3 115 116 5/6[3[1]3 11 2| 4|3
X X X X X X X X X X
Number of page faults = 11.
Summary Computer: A device that accepts input, processes data, stores data, and produces

Q.1

Q.2

EC

| '

©

output, all according to a series of stored instructions.

Hardware: Includes the electronic and mechanical devices that process the data;
refers to the computer as well as peripheral devices.

Software: A computer program that tells the computer how to perform particular
tasks.

Computer organization: Interconnection of hardware to form the computer system
Computer architecture: the structure and behaviour of the computer perceived by
the user.

Input: The data or raw information entered into a computer.

Data: Refers to the symbols that represent facts, objects, or ideas.

Information: The results of the computer storing data as bits and bytes; the words,
numbers, sounds, and graphics.

Output: Consists of the processing results produced by a computer.

Main Memory: Area of the computer that temporarily holds data waiting to be
processed, stored, or output. Example: Cache and Main memory

Secondary Storage: Area of the computer that holds data on a permanent basis
when it is not immediately needed for processing. Example: Disk, Floppy, etc.

Student's Q.3 The system bus is made up of
Assignments (a) databus
(b) data bus and address bus
What does CISC and RISC means? (c) databus and control bus
(a) common instruction set controller and rare (d) data bus, control bus and address bus

instruction set controller Q.4
(b) complex instruction set controller and

Which of the following is not involved in a memory

reduced instruction set controller write operation’?

(c) compiled instruction set source code and () még (Z) th b
recompiled instruction source code © (d) databus

(d) none of the above Q.5 Theread/write line

A 32-bit address bus allows access to amemory (8) belongs to the data bus

of capacity (b) belongs to the control bus

(a) 64 Mb (b) 16 Mb (c) belongs to the address bus

(c) 1Gb (d) 4Gb (d) CPUbus
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Q6 ____ isapieceof hardware that executes a
set of machine-language instructions.
(a) controller (b) bus
(c) processor (d) motherboard

Q.7 Given below are some statements associated with

the registers of a CPU. Identify the false statement.

(@) The program counter holds the memory
address of the instruction in execution.

(b) Only opcode is transferred to the control unit.

(c) An instruction in the instruction register
consists of the opcode and the operand.

(d) The value of the program counter is
incremented by 1 once its value has been
read to the memory address register.

Q.8 InFlynn's classification of computers, the vector
and array classes of machines belong to
(@) Single instruction/single data category
(b) Single instruction/multiple data category
(c) Multiple instruction/single data category
(d) Multiple instruction/multiple data category

Q.9 Thefollowing are four statements regarding what a
CPU with only a set of 32 bit registers can perform.
1. Hold and operate on 32 bit integers
2. Hold and operate on 16 bit integers
3. Hold and operate on 64 bit floating point

arithmetic

4. Holdand operate on 16 bit UNICODE characters
Which of the following is true about such a CPU?
(a) allaretrue (b) 1,2and 3 only
(c) 1,2and 4 only (d) 1,3and 4 only

Q.10 The following are four statements about Reduced
Instruction Set Computer (RISC) architectures.
1. The typical RISC machine instruction set is
small, and is usually a subset of a CISC
instruction set.

2. No arithmetic or logical instruction can refer
to the memory directly.

3. A comparatively large number of user
registers are available.

4. Instructions can be easily decoded through
hard-wired control units.

Which of the above statements is true?
(@) 1and 3only (b) 1,3and 4 only
(c) 1,2and 3only (d) All of these
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Q.11 The word length of a CPU is defined as
(@) the maximum addressable memory size
(b) the width of a CPU register (integer or float
point)
(c) the width of the address bus
(d) the number of general purpose CPU registers

Q.12 Which of the following statements is false about

CISC architectures?

(@) CISC machine instructions may include
complex addressing modes, which require
many clock cycles to carry out.

(b) CISC control units are typically micro-
programmed, allowing the instruction set to
be more flexible.

(c) Inthe CISC instruction set, all arithmetic/logic
instructions must be register based.

(d) CISC architectures may perform better in
network centric applications than RISC.

Q.13 Which one is required while establishing the
communication link between CPU and peripherals?
(@) synchronization mechanism

(b) conversion of signal values

(c) operating modes

(d) all of the above

Q.14 What will be average cost per bit for a system
with main memory of 1024 cost, 100 units and
secondary memory of 4096 cost, 10 units.

(@) 357 (b) 28.0
(c) 820 (d) insufficient data

Q.15 Consider a Disk I/O transfer, in which 1500 bytes
are to be transferred, but number of bytes on a
track is 1000, and rotation speed of disk is
1500 rps but the average time required to move
the disk arm to the required track is 15 ms, then
what will be total access time?

(a) 16.33ms (b) 15.33ms
(c) 16.33us (d) 15.33us

Q.16 Adisc drive has arotational speed of 3600 rpm,
an average seek time of 10 ms, 64 sectors per
track and 512 bytes of data per sector. What is
the average time to access the entire data of a
16 kbytes file stored sequentially on the disk?
(a) 18.85ms (b) 10 ms
(c) 27.15ms (d) 9ms
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